# Methodology

The proposed methodology employs a two-stage approach consisting of a keypoint prediction module and a spatio-temporal keypoint refinement module [xu2023graph].

In the keypoint prediction module, real-time video serves as input, and a ResNet18 network, pre-trained on the ImageNet dataset, is used as the backbone to extract image features. A segmentation branch is then applied to distinguish surgical tools from the background. Once segmented, a vector pixel voting process utilizes a vector field to predict the keypoint locations of the surgical tool[xu2023graph].

Following keypoint prediction, graph information is constructed for the identified keypoints. Temporal information is first captured using a Temporal Convolutional Network (TCN) [zeng2020srnet], which models the relationships between consecutive frames. Then, a Graph Convolutional Network (GCN) [ yan2018spatial] extracts spatial relationships among the keypoints, refining their positions based on the graph structure [xu2023graph]. The final 2D keypoint outputs from the model are subsequently converted into 3D coordinates using the PnP algorithm [yun2017object].
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TCN : Temporal Convolutional Network

GCN : Graph Convolutional Network